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1-1 Linear Equations

Any straight line in xy-plane can be represented
algebraically by an equation of the form:

aX+ay=>n
General form: Define a linear equation in the n variables
X1y Xoy veey Xp -
aX;tax,+---+ax =Db
where a,, a,, ..., a, and b are real constants.

The variables in a linear equation are sometimes called
unknowns.
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1-1 Example 1 (Linear Equations)

The equations x +3y =7,y = L +32 +1,and x, —2x, 3%, +X, =7
are linear 2

o A linear equation does not involve any products or roots of
variables

o All variables occur only to the first power and do not appear
as arguments for trigonometric, logarithmic, or exponential
functions.

;I_'he equations x+3,/y =5,3x+2y-z+xz=4, and y=sin x are not
inear

A solution of a linear equation Is a sequence of n numbers s;,
S, ..., S, such that the equation is satisfied.

The set of all solutions of the equation is called its solution set
or general solution of the equation.
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1-1 Example 2 (Linear Equations)

Find the solution of x; — 4x, + 7X3 =15
Solution:

o We can assign arbitrary values to any two variables and
solve for the third variable

o For example
Xy=5+4s—-7t, X,=8, X3=t
where s, t are arbitrary values
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1-1 Linear Systems A X +a b tax = b
8, % +8,X, +... +8,. X = h,

n

amlxl + am2X2 Tt aman — bm

A finite set of linear equations in the variables x,, X,, ..., X, IS
called a system of linear equations or a linear system.

A sequence of numbers s,, S, ..., S, Is called a solution of the
system

A system has no solution is said to be inconsistent.
If there is at least one solution of the system, it is called consistent.

Every system of linear equations has either no solutions, exactly
one solution, or infinitely many solutions
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1-1 Linear Systems

A general system of two linear equations:
a,x + b,y = ¢, (a;, b, not both zero)
a,X + by = ¢, (a,, b, not both zero)
o Two line may be parallel — no solution
o Two line may be intersect at only one point — one solution
o Two line may coincide — infinitely many solutions

A 4 A
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1-1 Augmented Matrices

The location of the +'s, the x’s, and the ='s can be abbreviated
by writing only the rectangular array of numbers.

This is called the augmented matrix for the system.

It must be written in the same order in each equation as the
unknowns and the constants must be on the right

llth column
A Xp +ap X, ..+, X, = b1 d; d, ... Q, bl «— 1throw
Q1 X + 8y Xy + o + 8y X, = b, 8y 8y o 8y Dby
amlxl + am2X2 Tt amnxn — bm _aml amz ) amn bm_
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1-1 Elementary Row Operations

The basic method for solving a system of linear equations is to
replace the given system by a new system that has the same
solution set but which is easier to solve.

Since the rows of an augmented matrix correspond to the
equations in the associated system, new systems is generally
obtained in a series of steps by applying the following three
types of operations to eliminate unknowns systematically.

A X t+apX, +.. X, = bl Ay &y . A bl
8, % +8y,X, +... +a, X =D, a, &, .. a, b,
amlxl + am2X2 +..t aman = bm _aml am2 amn bm_
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1-1 Elementary Row Operations

Elementary row operations

o Multiply an equation through by a nonzero constant
o Interchange two equation

o Add a multiple of one equation to another



1-1 Example 3
(Using Elementary Row Operations)

X+ y+2z=9 X+ y+2z= 9 X+ y+ 2z= 9 X+y+ 2z= 9
2x+4y-3z=1 ®m=) 2y-7z7=-17 == 2y-T7z=-17 =) Y-3I=—7%
3x+6y-5z=0 3Xx+6y—-5z= 0 3y-11z =-27 y-11z= -27
1 1 2 9] 11 2 9 11 2 9] 11 2 9
2 4 -3 1|= |0 2 -7 17| = |0 2 -7 -17|=m= |0 1 - -
3 6 -5 0 3 6 -5 0 | 0 3 -11 -27] 0 3 -11 -27
X+y+2z= 9 X+y+2z= 9 X +Uz= N _q
17— _11

Y=22="% m=m) y-fz=-% =m) y-fz=-% =) y _ 5

—321=—3 z= 3 z= 3 z7=13
(11 2 9] 1 1 2 9] (1 0 4 35 (1 0 0 1]
01 -% -¥¥/= |01 -1 Y= |01 -5 -F = |01 0 2
0 0 -3 -3 00 1 3 00 1 3 0 01 3
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1-2 Echelon Forms i 1

1 0 0 1
O 1 0 2
A matrix is in reduced row-echelon form —O 0 1 3-

o If a row does not consist entirely of zeros, then the first nonzero
number in the row is a 1. We call this a leader 1.

o If there are any rows that consist entirely of zeros, then they are
grouped together at the bottom of the matrix.

o Inany two successive rows that do not consist entirely of zeros,
the leader 1 in the lower row occurs farther to the right than the
leader 1 in the higher row.

o Each column that contains a leader 1 has zeros everywhere else.

A matrix that has the first three properties is said to be in row-
echelon form.

9/7/2024 Elementary Linear Algorithm
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1-2 Example 1

Reduce row-echelon form:

o O -

o — O

— O O

A
.

-1

Row-echelon form:

9/7/2024

-3

i o1 -20 1
1 00
00 0 1 3[[00
10 1 0|, ,
ooooo{oo}
00 1
- ‘o0 0 0 0
711 1 o][o 1 2 6 O]
2,10 1 0,0 0 1 -1 O
5/{10 0 0[/|0 0 0 0 1
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1-2 Example 2

Matrices in row-echelon form (any real numbers substituted for the

9 .
*_S) _O * Kk Kk K K Kk x|

1***‘“1***““1***7 1

0 0 1 * * * * * =*
0 1 * *[|0 1 * *[|0 1 * =

0O 0O 0O 0 1 * * *= * *
0 01 *|0 01 *|'|0 0O O Of

O 00001 * * * =*
0 00 1|0 0 O O0j|0 O O O]
- - - - - O OO0 OO0 O0O0T1 *

Matrices in reduced row-echelon form (any real numbers
substituted for the *’s. ) : i _

- - -/01 *00O0* * 0 *

1 0 0 Oj|2 0 O *f|1 O * *
o 0o01 o000 * * 0 *

o140 0|01 O *|0O 1 * *
: , /OO OO0O1 0 * * 0 *

o 01 0jj0 01 |0 O O O
o 0o 0001 * * 0 *

O 00 1{/0 0 O Oj|O O O O
- - - - -{0 0 00 OO OO T1 *

9/7/2024 Elementary Linear Algorithm 15



1-2 Example 3

Solutions of linear systems

-1

1 0 0 4

0 1 0 2 6

01 2 0

0 0 0 1

1 0 0 5
0 1 0 2
0O 0 0 4

1 6 00 4 -2
0 01 0 3
0 0 015

1
2

0O 00O0O O




1-2 Elimination Methods

A step-by-step elimination procedure that can be used to
reduce any matrix to reduced row-echelon form

00 -2 0 7 12
2 4 -10 6 12 28
2 4 -5 6 -5 -1
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1-2 Elimination Methods [® © -2 0 7 12
2 4 -10 6 12 28

2 4 -5 6 -5 -1

Stepl. Locate the leftmost column that does not consist entirely of
Zeros.

0 0 -2 0 7 12
2 4 -10 6 12 28

_% 4 =5 6 -5 -1 Leftmost nonzero column

Step2. Interchange the top row with another row, to bring a nonzero
entry to top of the column found in Stepl

(2 4 -10 6 12 28
The 1th and 2th rows in the

00 -20 7 12 preceding matrix were
2 4 -5 6 -5 —1 interchanged.
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1-2 Elimination Methods

Step3. If the entry that is
Stepl is a, multiply the fi
leading 1.

(1 2 -5 3 6 14]
0 0 -2 0 7 12

now at the top of the column found in
rst row by 1/a in order to introduce a

The 1st row of the preceding

2 4 -5 6 -5 -1

matrix was multiplied by 1/2.

Step4. Add suitable multiples of the top row to the rows below so

that all entries below the

(1 2 -5 3 6 14
00 -20 7 12
00 5 0 -17 -29]

9/7/2024

leading 1 become zeros

-2 times the 1st row of the
preceding matrix was added to
the 3rd row.

Elementary Linear Algorithm
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1-2 Elimination Methods

Step5. Now cover the top row in the matrix and begin again with
Stepl applied to the submatrix that remains. Continue in this way
until the entire matrix is in row-echelon form

2 -5 3 6 14]
00 -20 7 12
00 =5 0 =17 =29 Leftmost nonzero
- N - column in the submatrix
1 2 -5 3 6 14]] : :
, The 1st row in the submatrix
010 -7 -6 was multiplied by -1/2 to
00 5 0 -17 -29 introduce a leading 1.

9/7/2024
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1-2 Elimination Methods

o o -

o o -

o O -

9/7/2024

o O D

- -5 times the 1st row of the

6 14 submatrix was added to the 2nd
1 _6 row of the submatrix to introduce
12 . a zero below the leading 1.
2 _
6 14 The top row in the submatrix was
7 covered, and we returned again Step1.
-1 -6
i1
24 . Leftmost nonzero column in
] the new submatrix
6 14
-1 -6 The first (and only) row in the
1 9 new submetrix was multiplied
N by 2 to introduce a leading 1.
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1-2 Elimination Methods

Stepl~Step5: the above procedure produces a row-echelon form and
Is called Gaussian elimination

Stepl~Step6: the above procedure produces a reduced row-echelon
form and is called Gaussian-Jordan elimination

Every matrix has a unique reduced row-echelon form but a row-
echelon form of a given matrix is not unique
Back-Substitution

o To solve a system of linear equations by using Gaussian elimination to
bring the augmented matrix into row-echelon form without continuing
all the way to the reduced row-echelon form.

o When this is done, the corresponding system of equations can be solved
by a technique called back-substitution
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1-2 Example 4

Solve by Gauss-Jordan elimination

X, +3X%, — 2X, + 2X =0

2X +6 X, =X, —2X, +4 X, —3 X, =—1
oX, +10X, +15Xs =5

2%, +6 X, +8X,+4X. +18x, =6



1-2 Example 5

From the computations in example 4 , a row-echelon form of the
augmented matrix Is given.

13 -2020 0]
0 1 20 3 1
0 0 0 0 11/3
0 0 000 O

To solve the system of equations:
X, +3X, — 2X, + 2X; =0

0
0
0

X3 +2X, +3x, =1
Xs =1/3



1-2 Example 6

Solve the system of equations by Gaussian elimination and
back-substitution.

X+ y+2z=9
2X+4y-3z=1
3X+6y—-5z=0



1-2 Homogeneous Linear Systems

A system of linear equations is said to be homogeneous if the constant

terms are all zero.
a X +a,X, +.. +a,.x, =0
Ay X + 30X, +... +3,, X, = 0

2n’'n

a X +a X, +..+a X =0
Every homogeneous system of linear equation is consistent, since all
such system have x, =0, x,=0, ..., Xx,= 0 as a solution.
o This solution is called the trivial solution.
o If there are another solutions, they are called nontrivial solutions.
There are only two possibilities for its solutions:
o There is only the trivial solution
o There are infinitely many solutions in addition to the trivial solution
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1-2 Example 7

Solve the homogeneous
system of linear equations by
Gauss-Jordan elimination

Reducing this matrix to
reduced row-echelon form

2X, +2X, — X +% =0 110010
X, — X, +2% —3%X, +X =0 001010
X, + X, —2X, — %, =0 0 00100

X4 X +% =0 000000

The augmented matrix

9/7/2024

-1 -1 2

2 2 -1 0 1 0

-3 10

1 1 -2 0 -10

0 0 0

1 0 0

The general solution is
X, =—S—-t,X, =S
X, =—t,X, =0,%; =t

Note: the trivial solution is
obtainedwhens=t=0

Elementary Linear Algorithm
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1-2 Example 7 (Gauss-Jordan Elimination)

Two important points:

o None of the three row operations alters the final column of zeros, so the
system of equations corresponding to the reduced row-echelon form of
the augmented matrix must also be a homogeneous system.

o If the given homogeneous system has m equations in n unknowns with
m < n, and there are r nonzero rows in reduced row-echelon form of the
augmented matrix, we will have r < n. It will have the form:

X +ZO:O Xk1=—2()
Xz "‘Z():O sz=—20
g : : A X FapX, +o. +a, X, = b1

xkr+ZO:0 Xkr:—Z() 8y X + 8%, T.o +8X, = b,

a (Theorem 1.2.1 '
( ) a. X +a X +..+a X =b
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Theorem 1.2.1

A homogeneous system of linear equations with more
unknowns than equations has infinitely many solutions.

Remark

o This theorem applies only to homogeneous system!

o A nonhomogeneous system with more unknowns than equations
need not be consistent; however, if the system is consistent, it
will have infinitely many solutions.

0 e.g., two parallel planes in 3-space
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1-3 Definition and Notation

A matrix Is a rectangular array of numbers. The numbers
In the array are called the entries in the matrix

A general mxn matrix A is denoted as

A, S .- Qg
A . a21 a22 - mom a2n
A, Qg .- A,

The entry that occurs in row 1 and column j of matrix A
will be denoted a; or (A);. I a;; Is real number, 1t is
common to be reI'Jerred as scalars

The preceding matrix can be written as [a;] ., or [a;]
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1-3 Definition

Two matrices are defined to be equal if they have the
same size and their corresponding entries are equal

o If A =[a;] and B = [b;] have the same size, then A = B
If and only if a;; = b;; forall i and |

If A and B are matrices of the same size, then the sum A +

B Is the matrix obtained by adding the entries of B to the
corresponding entries of A.
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1-3 Definition

The difference A — B Is the matrix obtained by subtracting
the entries of B from the corresponding entries of A

If A Is any matrix and c Is any scalar, then the product cA
IS the matrix obtained by multiplying each entry of the
matrix A by c. The matrix cA is said to be the scalar

multiple of A
o I A =[a;], then (cA); = c(A); = Cay;



1-3 Definitions

If A is an mxr matrix and B is an rxn matrix, then the product AB is
the mxn matrix whose entries are determined as follows.

U (AB)mxn - Amxr Brxn

ay A, | _
dy; Ay a, by, b, - b; - by
AB - : : b21 b22 sz b2n
a, a, a.. : : : :
: : _brl br2 o brj o brn 1
_aml am2 amr

(AB);; = aj by + @by + ajghg; + ... + &by
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1-3 Example 5

= Multiplying matrices

1 2 4
A=
{260}




1-3 Example 6

Determine whether a product is defined
Matrices A: 3x4, B: 4x7, C: 7x3



1-3 Partitioned Matrices

A matrix can be partitioned into smaller matrices by inserting
horizontal and vertical rules between selected rows and columns

For example, three possible partitions of a 3x4 matrix A:

o The partition of A into four
submatrices A;;, Ay, Ayq,
and A,,

o The partition of A into its row
matrices r,, ,, and ry

o The partition of A into its
column matrices c,, C,, Cs,
and c,

Ay

Ay,

a'22

A3
a23

Ay
a'24

a33

‘ Ay |

Ay

9/7/2024 Elementary Linear Algorithm
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1-3 Multiplication by Columns and by Rows

It is possible to compute a particular row or column of a
matrix product AB without computing the entire product:
jth column matrix of AB = A[jth column matrix of B]
ith row matrix of AB = [ith row matrix of A]B

If a,, a,, ..., a,, denote the row matrices of A and b, ,b,, ...,b,
denote the column matrices of B,then

AB=Alb, b,
(a, | [aB
a a.B

AB=| °B=|
_am_ _amB

9/7/2024 Elementary Linear Algorithm
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1-3 Example 7

Multiplying matrices by rows and by columns

4 1 4 3]
1 2 4
A:{ } B=|0 -1 3 1

2 6 0
2 7 5 2]




1-3 Matrix Products as Linear Combinations

et i _ o
d; Gy Ay X
A= Ay Ay Ay, and X = X,
_aml am2 amn _Xn_
Then [ Ay Xy A, X, 00+, X, ] _a11_ _312_ _ain_
A — a21x1+a22x2:+---+a2nxn x a:21 o a:22 o B
_amlxl +an X, -+ a, X, | _aml_ _am2_ _amn_
The product Ax of a matrix A with a column matrix x Is a

linear combination of the column matrices of A with the
coefficients coming from the matrix x

9/7/2024 Elementary Linear Algorithm 40



1-3 Example 8

The matrix product

| 2 3||=1|=]-9
2 | =2 3 —3

—1 3 2 ]
2 =112 +3|=3|=1]-Y
2 l —2 —3
The matrix product
—1 3 2
[ =9 3] I 2 3| =|-16 —18 33]
2 I -2

can be written as the linear combination of row matrices

[[—1 3 21 — 911 2 =3]-=3]2 | —2]=[-16 —I8

fsd

N

9/7/2024 Elementary Linear Algorithm
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'1-3 Example 9

We showed in Example 5 that

g | / 4 ] 4 2 -~ = - -~
] rJ "1r - ].1. AN JU lh
AB = _ ) J— 3 | | =
2 6 0 _ ) 8 —4 26 12
- T -
L / D L
e cC atrices of AB c: g expressed as linear combinations of the ¢
The column matrices of AB can be expresse 1 as linear combinations of the column
matrices of A as follows:
12 4_]” 0 2] ﬂ_4”
=2 + + 2
Y 2 f ()
[ 27 1] F2_+q_4”
— — /
—4 2 (5 i
[30)] 4 (1] |3 [27] L5 4]
— L 3 -
26 2 3 {)
[13] (1] (2] 4]
| ~y
=) + + 4
12 2 6 () &

9/7/2024 Elementary Linear Algorithm
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1-3 Matrix Form of a Linear System

Consider any system of m linear equations in n unknowns:

Ay Xy + X, 000+ A X, :b1

X +aX, -+ X,
Ay X + 8%, +oo- 48, X =D,

=b :
A Xy + A X+ + A, X, =0, A X Fa,X FoFan X, ||
Ay a, o, | x| [b
Ayy Byt By || X _ bz
S B | ) Ax=Db
_aml am2 amn__Xm_ _bm_
The matrix A is called the coefficient matrix of the system
The augmented matrix of the system is givenby | &1 &, - &,
[A | b]z Ay 8y ot Ay,
_aml a‘m2 amn

9/7/2024 Elementary Linear Algorithm




1-3 Example 10

A function using matrices
o Consider the following matrices

SR

o The producty = Ax is

o The producty = Bx is



1-3 Definitions

If A Is any mxn matrix, then the transpose of A, denoted
by AT, is defined to be the nxm matrix that results from
Interchanging the rows and columns of A

o That is, the first column of AT is the first row of A, the second
column of AT is the second row of A, and so forth

If A Is a square matrix, then the trace of A, denoted by
tr(A), Is defined to be the sum of the entries on the main
diagonal of A. The trace of A is undefined if A is not a
square matrix.

o For an nxn matrix A = [a;], tr(A)= Za,,

9/7/2024 Elementary Linear Algorithm
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1-3 Example 11 & 12

= Transpose: (AT); = (A);

A=

g
1 4

_5 6_

= Trace of matrix;

-1

3
1
A

2

5

2
—2

0

,
-8 4
7 -3
1 0
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1-4 Properties ot Matrix Operations

For real numbers a and b ,we always have ab = ba, which
Is called the commutative law for multiplication. For
matrices, however, AB and BA need not be equal.

Equality can fail to hold for three reasons:
o The product AB is defined but BA is undefined.
o AB and BA are both defined but have different sizes.

o Itis possible to have AB = BA even if both AB and BA are
defined and have the same size.
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Theorem 1.4.1
(Properties ot Matrix Arithmetic)

Assuming that the sizes of the matrices are such that the indicated
operations can be performed, the following rules of matrix
arithmetic are valid:

o A+B=B+A (commutative law for addition)

o A+(B+C)=(A+B)+ C (associative law for addition)

o A(BC)=(AB)C (associative law for multiplication)
o AB+C)=AB+ AC (left distributive law)

o (B+C)A=BA+CA (right distributive law)

o AB-C)=AB-AC, (B-C)A=BA-CA

o a(B+ C)=aB + aC, a(B-C)=aB-aC

o (a+b)C=aC + bC, (a-b)C =aC - bC

o a(bC) = (ab)C, a(BC) = (aB)C = B(aC)

Note: the cancellation law is not valid for matrix multiplication!
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1-4 Proof of A(B + C) = AB + AC

= show the same size

= show the corresponding entries are equal




‘ 1-4 Example 2

As an illustration of the associative law for matrix multiplication.
b2 4 3 I
A=1|3 4 B:[ﬁ ]’J cz[ﬁ
Then
1 2 4 3 3 5 4 3
AB = |3 4 |:,\ 1} = |20 13 and BC = |:q 1} |:
o 1| 2 1 -
Thus.
N 5 I o I8 15
(ABYC = |20 13 [ﬁ ,,:| = | 46 39
2 1Y 4 3
and
1 2 18 15
o 10 9
AiIBC)y= 13 4 4 3| = 46 39
0 1 N 4 3

so (ALY = A(BC), as guaranteed by Theorem 1.4, 1c.

consider

Y]
3

s

y

9/7/2024
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1-4 Zero Matrices

A matrix, all of whose entries are zero, iIs called a zero
matrix

A zero matrix will be denoted by 0

If it Is Important to emphasize the size, we shall write
0., for the mxn zero matrix.

In keeping with our convention of using boldface
symbols for matrices with one column, we will denote a
zero matrix with one column by 0O
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1-4 Example 3

The cancellation law does not hold
A{o 1} B{l 1} C{z 5} D{s 7}
0 2 3 4 3 4 00

AB=AC= |3 4
6 8

AD=1]0 O
0 O



Theorem 1.4.2 (Properties of Zero Matrices)

Assuming that the sizes of the matrices are such that the
Indicated operations can be performed ,the following
rules of matrix arithmetic are valid

2o A+0=0+A=A

o A—A=0
o 0O-A=-A
o AO=0; OA=0



1-4 Identity Matrices

A square matrix with 1's on the main diagonal and 0's off
the main diagonal is called an identity matrix and Is
denoted by I, or I, for the nxn identity matrix

If A'Is an mxn matrix, then Al,=Aand Il A=A

o Example 4

An identity matrix plays the same role in matrix arithmetic
as the number 1 plays in the numerical relationships a-1 =
l-a=a
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Theorem 1.4.3

If R Is the reduced row-echelon form of an nxn
matrix A, then either R has a row of zeros or R Is the
Identity matrix |,



1-4 Invertible

If A Is a square matrix, and if a matrix B of the same size
can be found such that AB = BA =1, then A is said to be
Invertible and B is called an inverse of A. If no such
matrix B can be found, then A is said to be singular.

Remark:

o The inverse of A is denoted as At

o Not every (square) matrix has an inverse
o An inverse matrix has exactly one inverse

9/7/2024 Elementary Linear Algorithm
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1-4 Example 5 & 6

Verify the inverse requirements
2 -5
A 5 3 5
-1 3 1 2
A matrix with no inverse
(1 4 0]

A=|2 5 0| Iissingular
3 6 0




1-4 Theorems

Theorem 1.4.4
o If B and C are both inverses of the matrix A, then B =C

Theorem 1.4.5
. a b
o The matrix A:{ }

c d
IS invertible if ad — bc # 0, in which case the inverse is given by
the formula . 1 d —b
Al =
ad —bc|—-c a

9/7/2024 Elementary Linear Algorithm
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Theorem 1.4.6

If A and B are invertible matrices of the same size ,then AB IS
invertible and (AB)1 = B-1A!

Example 7

S

I



1-4 Powers of a Matrix

If A Is a square matrix, then we define the nonnegative
Integer powers of A to be
A=1 A"=AA.--A (n>0)
HK_J

n factors

If A Is invertible, then we define the negative integer
powers to be

A" =(AH)"=AAT AT (n>0)

~
n factors

Theorem 1.4.7 (Laws of Exponents)

o If Ais a square matrix and r and s are integers, then ATAS = A™S,
(Ar)s = Ars

9/7/2024 Elementary Linear Algorithm
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Theorem 1.4.8 (Laws of Exponents)

If A Is an invertible matrix, then:
o Alisinvertibleand (AY)1=A
o Aisinvertible and (A"t = (AY)"forn=0,1, 2, ...

o For any nonzero scalar k, the matrix kA is invertible and
(kA)1 = (1/k)A'



1-4 Example 8

= Powers of matrix

SR P

= AS=7?

m A3 =?




1-4 Polynomial Expressions Involving Matrices

If A Is a square matrix, say mxm, and if
p(x) =a;+ax+...+ax"
IS any polynomial, then we define
p(A) =a,l +a,A+ ... +aA"
where | is the mxm identity matrix.

That is, p(A) Is the mxm matrix that results when A is

substituted for x in the above equation and a, Is replaced
by a,|

9/7/2024 Elementary Linear Algorithm 64



1-4 Example 9 (Matrix Polynomial)
[f

) -1 2
x)=2x"=3x+4 and A=
plx) =2 v+ 4 an {O 3}

then

: 1 21 [-1 2] 10
p(A) =2A° -3A+4] =2 —3 +4
28 —36'+40_92
1018 0 9/ [0 4] [0 13
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Theorems 1.4.9 (Properties ot the Transpose)

If the sizes of the matrices are such that the stated
operations can be performed, then

(AT =A

(A+B)T=AT+BTand (A—B)T=AT—BT

(kA)T = kAT, where k is any scalar

(AB)T = BTAT
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Theorem 1.4.10 (Invertibility of a Transpose)

= If Ais an invertible matrix, then AT is also invertible and
(AT)-l — (A-l)T

= Example 10

S P R
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1-5 Elementary Row Operation

An elementary row operation (sometimes called just a row
operation) on a matrix A is any one of the following three
types of operations:

o Interchange of two rows of A
o Replacement of a row r of A by cr for some number ¢ = 0

o Replacement of a row r, of A by the sum r, + cr, of that
row and a multiple of another row r, of A
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1-5 Elementary Matrix

An nxn elementary matrix i1s a matrix produced by applying
exactly one elementary row operation to I,

o E; Is the elementary matrix obtained by interchanging the I-
th and j-th rows of ||

o E;(c) is the elementary matrix obtained by multiplying the i-
th row of I, by c#0

o E;(c) Is the elementary matrix obtained by adding c times
the j-th row to the i-th row of |, where I # |



1-5 Example 1

Elementary Matrices and Row Operations

Listed below are four elementary matrices and the operations that produce them.

1 00 0] - a4 r
1o 3] [1 00
0] [0 0 0 |
) 01 0] [0 10
0 =3/ |00 10
00 1] [0 0 1
01 00| L 1L

T

Multiply the

hurnndtuﬁ'uf

I, by —3.

9/7/2024

[nterchange the

T

second and fourth
rows of Iy.

T

Add 3 times
the third row of

15 to the first row.

Elementary Linear Algorithm

T

Multiply the

first row of

f_t h}' L.
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1-5 Elementary Matrices and Row Operations

Theorem 1.5.1

o Suppose that E Is an mxm elementary matrix produced by
applying a particular elementary row operation to |, and
that A 1s an mxn matrix. Then EA Is the matrix that results
from applying that same elementary row operation to A
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‘ 1-5 Example 2 (Using Elementary Matrices)

Consider the matrix

‘1 0 2 3]
A=12 =1 3 6
1 4 4 0]

and consider the elementary matrix
1 0 0
E=|0 1 0
30 1
which results from adding 3 times the first row of /5 to the third row. The product EA is

I 0 2 3
EFA=|2 -1 3 6
4 4 10 9

which is precisely the same matrix that results when we add 3 times the first row of A to
the third row. ¢
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‘ 1-5 Inverse Operations

= If an elementary row operation is applied to an
Identity matrix | to produce an elementary matrix E,
then there Is a second row operation that, when

applied to E, produces | back again

Row operation on | Row operation on E
That produces E That produces I

Multiply row 1 by c#0 Multiply row 1 by 1/c
Interchange row i and | Interchange row i and |

Add ctimesrowitorowj Add-ctimesrow itorow |
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1-5 Tnverse Operations

1 0

= Examples [, 0] o [,
@)

-

\}\I'?‘[‘i:v the scecond

W Dy

1 @) 0O
O 1 1
a

Interchange the first

and second rows

| O ]
O 1 O
Add S times the

second row 10 the

lirst

] — |

“~

\!lllll["\}'\ l¥l~' SCCONL

ross by

o] — 1

Interchange the fin

and second rows

sceond row 10 the

1
0)

@)




Theorem 1.5.2

Elementary Matrices and Nonsingularity

o Each elementary matrix is nonsingular, and its inverse is

itself an elementary matrix. More precisely,
0 Bt =E; (= Ey)
o Ei(c)! =E(1l/c) withc =0

9/7/2024 Elementary Linear Algorithm
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Theorem 1.5.3(Equivalent Statements)

If A Is an nxn matrix, then the following statements are
equivalent, that is, all true or all false

o Alsinvertible

o Ax =0 has only the trivial solution

o The reduced row-echelon form of Ais |

o Ais expressible as a product of elementary matrices

9/7/2024 Elementary Linear Algorithm
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1-5 A Method for Inverting Matrices

To find the inverse of an invertible matrix A, we must
find a sequence of elementary row operations that reduces
A to the identity and then perform this same sequence of
operations on | to obtain A

Remark
o Suppose we can find elementary matrices E,, E., ..., E, such that
E,...E,E;A=1,
then
Al=E,...EEI

9/7/2024 Elementary Linear Algorithm 78



1-5 Example 4
(Using Row Operations to Find A1)

Find the inverse of

1 2 3
A=2 5 3
1 0 8

Solution:

o To accomplish this we shall adjoin the identity matrix to the right
side of A, thereby producing a matrix of the form [A | 1]

o We shall apply row operations to this matrix until the left side is
reduced to I; these operations will convert the right side to A, so
that the final matrix will have the form [I | A]
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1-5 Example 4

The computations are as follows:

l

2
5
0

3
3

l

We added —2 times the first
row to the second and —1 times
the first row to the third.

| 0 -‘— We added 2 times the

0 0
10
0 1
0 0
1 0
0 1
0 0]
2]

second row to the third.

9/7/2024
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‘ 1-5 Example 4 (continue)

I 2 3 1 0 0
0 ] -3 -2 ] 0 We multiplied the
_ third row by —1.
0 0 1 5 =2 -1
I 2 0] —14 6 3
0 ] 0 13 —5 —3 -(— We added 3 times the third
_ row to the second and —3 times
0 0 1 n @ —B — 1 the third row to the first.
I 0 0| —40 16 0
0 ] 0 13 —5 -3 ..(_ We added —2 times the
_ second row to the first.
0 0 I 5 =2 -1
Thus,
—40 16 0
A7l = 13 -5 -3
5 =2 -1

9/7/2024 Elementary Linear Algorithm 81



1-5 Example 5

Consider the matrix

1 6 4
A= 2 4 -1
-1 2 5
Apply the procedure of example 4 to find A
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1-5 Example 6

According to example 4, A is an invertible matrix.
1 2 3]
A=|2 5 3
1 0 8

X, +2X, +3%, =0
2x, +5x, +3x,= 0 has only trivial solution

X,+ 48X =0

9/7/2024 Elementary Linear Algorithm
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Theorems 1.6.1

Every system of linear equations has either no
solutions, exactly one solution, or in finitely many
solutions.
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Theorem 1.6.2

If A Is an invertible nxn matrix, then for each nx1
matrix b, the system of equations Ax = b has exactly
one solution, namely, x = A-b.
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1-6 Example 1

Consider the system of linear equations

X -+ 2-1‘2 -+ 3-3{3 = 5
2-’{] -+ 5-1‘2 -+ 3-3{3 = 3
X1 -+ 8-3{3 =17

In matrix form this system can be written as Ax = b, where

A ] I e
[os] L T e

In Example 4 of the preceding section we showed that A is invertible and

[—40 16 9"‘
A7l = 13 —5 =3
5 -2 —1J

By Theorem 1.6.2 the solution of the system is

[—40 16 9"‘
x=A"'b= 13 —5 _3J

5 -2 -1

orx; =1,x, = —1,x3 = 2.

9/7/2024 Elementary Linear Algorithm
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1-6 Linear Systems with a Common
Coeftficient Matrix

To solve a sequence of linear systems, Ax = b,, Ax=b,, ...,
Ax = b,, with common coefficient matrix A

IT A is invertible, then the solutions x, = Atb,, x, = A'lb,, ...,
X, = A'lb,
A more efficient method is to form the matrix [A|b,|b,|...|b,]

By reducing it to reduced row-echelon form we can solve all k
systems at once by Gauss-Jordan elimination.
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1-6 Example 2

Solve the system
X, +2X, +3X, =4 X, +2X, +3%, =1
2%, +9X, +3X; =5 2%, +9X, +3X; =6
X,+ +8%x,=9 X+ 8% =0
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Theorems 1.6.3

et A be a square matrix
o If B is a square matrix satisfying BA = I, then B = Al
o If B is a square matrix satisfying AB = I, then B = Al

9/7/2024 Elementary Linear Algorithm
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Theorem 1.6.4 (Equivalent Statements)

If A Is an nxn matrix, then the following statements are
equivalent

A is invertible

Ax = 0 has only the trivial solution

The reduced row-echelon form of A'is I,

A is expressible as a product of elementary matrices

AX = b is consistent for every nx1 matrix b

Ax = b has exactly one solution for every nx1 matrix b

o o O o o o
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Theorem 1.6.5

et A and B be square matrices of the same size. If AB
IS Invertible, then A and B must also be invertible.

Let A be a fixed m x n matrix. Find all m x 1 matrices b
such that the system of equations Ax=Db Is consistent.
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1-6 Example 3

Find b,, b,, and b, such that the system of equations is
consistent.

X, + X, +2X;, =D,
X,+ +X, =Db,
2X, + X, + 3%, =D,

9/7/2024 Elementary Linear Algorithm
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1-6 Example 4

Find b,, b,, and b, such that the system of equations is
consistent.

X, +2X, +3%X, =b;
2X, +5%X, + 3%, =b,
X, + +8x, =D,

9/7/2024 Elementary Linear Algorithm
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1-7 Diagonal Matrix

A square matrix A 1s mxn with m = n; the (i,j)-entries
for 1 <1< m form the main diagonal of A

A diagonal matrix Is a square matrix all of whose
entries not on the main diagonal equal zero. By
diag(d,, ..., d..) Is meant the mxm diagonal matrix
whose (I,1)-entry equals d; for 1 <i1<m
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1-7 Properties ot Diagonal Matrices

A general nxn diagonal matrix d 0

D can be written as p-| % d
0 0

A diagonal matrix is invertible 1/d, 0

If and only if all of its diagonal D — 0 1/.d2

entries are nonzero

Powers of diagonal matrices d“ 0
are easy to compute 5 | 0 d;
0 0

9/7/2024 Elementary Linear Algorithm
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1-7 Properties ot Diagonal Matrices

Matrix products that involve diagonal factors are
especially easy to compute

dl
0
0

9/7/2024

0
{?.!3

0
0
d3

R

i)

(32

42

(4
(24

(34

(j[(,!l]
().73(.}'3]
(2’3(13]
().r[(ll]
Cf[ﬁ!j]

(f|£'£3]

(f[ (4]
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dzas;

().73(.}'[2
(2’3('{32
().'3(.'!32

().'3 (42

{?.II 13
dz >3
dl 133

{'f} a3
dyans

cf;cfgg

(.?.!3 (143

(.?.!| 14

dz 2

{?.f_?, 34
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1-7 Triangular Matrices

= A mxn lower-triangular matrix L satisfies (L); =0 If
I<J,forl<i<mandl1<)<n

= A mxn upper-triangular matrix U satisfies (U); =0 If
1>, forl<i<mand1<)<n

= A unit-lower (or —upper)-triangular matrix T is a
lower (or upper)-triangular matrix satisfying (T); = 1
for 1 <1< min(m,n)
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1-7 Example 2 (Triangular Matrices)

F((]] apg a3 ai4 ay; U () 0
0 az; a3z a4 ay apn U 0
| 4
() ) a3 dasz4 asy a3 azz U
() () 0 aqq aszr Q42 Q43 Q44

= The diagonal matrix
o both upper triangular and lower triangular

= A square matrix in row-echelon form is upper triangular

9/7/2024 Elementary Linear Algorithm 100



Theorem 1.7.1

The transpose of a lower triangular matrix Is upper
triangular, and the transpose of an upper triangular matrix
IS lower triangular

The product of lower triangular matrices is lower
triangular, and the product of upper triangular matrices is
upper triangular

A triangular matrix is invertible if and only if its diagonal
entries are all nonzero

The inverse of an invertible lower triangular matrix is
lower triangular, and the inverse of an invertible upper
triangular matrix is upper triangular
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1-7 Example 3

Consid

9/7/2024

A=

1 3
0O 2

0 0

—1

A
5

B —

3
O

O

er the upper triangular matrices

—2
O
O

Elementary Linear Algorithm
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1-7 Symmetric Matrices

A (square) matrix A for which AT = A, so that (A)ij = (Aji
for all 1 and j, Is said to be symmetric.

Example 4 _ _
P _ ~[d, 0 0 o©
1 4 5
7 -3 A 3 0 0O d, 0 ©
-3 7 O 0 d, O
5 0] V4
- - O 0O 0 d,
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Theorem 1.7.2

If A and B are symmetric matrices with the same size, and
If k Is any scalar, then

o AT is symmetric

o A+ BandA - B are symmetric

2 kA is symmetric

Remark

o The product of two symmetric matrices is symmetric if and only
If the matrices commute, i.e., AB = BA

Example 5
1 2][-4 3
2 3| 3 -1

B I
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Theorem 1.7.3

If A is an invertible symmetric matrix, then A1 is
symmetric.

Remark:
o In general, a symmetric matrix needs not be invertible.
o The products AAT and ATA are always symmetric
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1-7 Example 6

Let A be the 2 x 3 matrix

Then

AAT

-
||
—5 )
2 4
0 -5

10
—2
—11

[ 21

17

Observe that A’A and AA” are symmetric as expected.

9/7/2024
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—17
34

}
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—8
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Theorem 1.7.4

If A Is an invertible matrix, then AAT and ATA are also
Invertible
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